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Abstract

In medical image analysis image classificationay kask for diagnosing the disease of the patidiite classification results
assist the doctors to treat the patient accordinigpe¢ severances of the diseases. TRUS imagingeisobthe most important
medical imaging technologies for scanning the pitesto detect the dissimilarity in the imagessIhard to extort the region of
interest from the original TRUS prostate imageg¢sithe problems with images are low of intensitytcast and inherent with
speckle noise. The M3-Filter is applied to remadwve $peckle noise. Then, the region of interesixtsrted using DBSCAN
clustering with morphological operators. The twemyo features are extracted from Gray Level Co-aence Matrix
(GLCM) which is constructed using extracted ROIlrtRer, QR-ACO feature selection algorithm is addpte select the
optimum features from the constructed featuresTdes. paper proposes Complex-valued Support Veédaarhine (C-SVM) for
the classification of TRUS prostate cancer imagesl also investigates proposed approaches with @¢dbrding to prostate
cancer based on the underlying texture containdtliwithe region of interest. Receiver Operating r@bgeristic (ROC)
analysis is used to evaluate the performance opthposed classifiers. Experimental results dematesthat the proposed
approach gives the best performance compasgnb

Keywords. Prostate, TRUS, DBSCAN, M3-Filter, QR-ACO, SVM;SVM

1. Introduction The biopsy is one sort of invasive surgical operatand it

) i affects the patients both psychologically and ptaist. To
Prostate cancer is the second leading cause oh @0Ng ,\6iq unnecessary biopsy, many researchers have bee
men, accounting for nearly one out of every elesamcers in explored Computer Aided Diagnosis (CAD) system wwhic

the “developing countries [1]. The early detectiond a qyides more objective evidences and stable highnostic
diagnosis of prostate cancer is the key to decrdaath rate |5ias  The objective of proposed system is to mize the

and to provide treatment at the right time [2]. Té&ly ,nner of misclassifications and improve the diimo
detection of prostate cancer is highly recommendiede it is performance and accuracy by classifying normal from
only curable at an early stage. Nowadays, it ieatetd and ;pnormal prostate cancer for given TRUS images.
diagnosed using the physical examination, imagiagd
biopsy collectively. The features extracted from the co-occurrence oetrof the

. . . _ . ultrasound images are more valuable to improveathlity of
Ultrasound imaging techniques is most prominent ©0 ,a50und to distinguish benign from malignantt ribe
prostate cancer diagnosis. The low quality and @0ig,cia) analysis [4]. Each image is usually repnése in terms

characteristics of the TRUS images make Very MUGR featre vectors, which is obtained using feaexgaction
challenging task for the early and accurate deipatif tumor algorithms.

[3]. The regions of interest (ROI) in the images terribly

hard to found. ROl is identified with the suppoftexpert in 1o hybrid approach quick reduct -ant colony optation

radiology which is time consuming process and dperaor.ACO) feature selection is used to discover Hest

dependent. ~ Depending on these results, the rasolo oniima) feature set from the constructed feature Since

scrutinizes the TRUS image and a biopsy operatiay be qongirycted features set may contain correlatediragiévant

suggested [3]. information, which may steer the dimensionality smur
problem and may decline the accuracy of the classibn
algorithms [5].
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In this paper, Complex-valued Support Vector Maeh{g-
SVM)
performance of C-SVM is thoroughly studied in castrwith
SVM for prostate cancer classification.
validation is used to measure the classificatioali@ation on
the selected feature sets. Finally, the performasfceach
classifier is also evaluated using Receiver
Characteristic (ROC) analysis. An overview of thepgosed
system is presented below.

1.1. Overview of the System

10-fold 30 measurements: X = (XX, ...

Opegatifeature data set X = (X X,, ..

Objects are to be classified as belonging to oreermimber of

is proposed for the task of classification. eThpredefined classes {1, 2, ... , K}. Each object asded with

a class label Y = {1, 2,..., K} and a feature vecur p
Xp). The aim is to predict Y
from X. A classifier partitions the features spaato K
disjoint subsets, A ..., A«, such that for a sample with
.+ Xp) in A the predicted class
is k Classifiers are from a training set. L =1(¥}), ...,
(Xn, Yy). Classifier C built from a learning set L: C L);: X
>{1, 2, ..., K}. Predicted class for observation X:>C(L) =
kif Xisin Ag..

The proposed system consists of five stages such 3sImage Preprocessing and Segmentation

acquisition of TRUS image of prostate, preprocessamd
segmentation, feature extraction, feature selectiamd
classification. It is developed for automatic détet of
prostate tumor in Transrectal Ultrasound (TRUS)gear his
paper emphasis feature selection and classificatlohlock
diagram of the proposed systems is given in Fig 1.

The rest of the paper is organized as follows:iee@ deals
about the problem definition for classification. dge
preprocessing of original TRUS medical image ofspaite and
the DBSACN clustering with morphological operatdy
locating the Region of Interest (ROI) from prepresed
image are presented in section 3. The feature aiim

Ultrasound imaging is the best approach for prestancer
diagnosis and prognosis. The accurate region efrést is
impossible to produce in manual segmentation, diriseslow
and heavily user dependent. To overcome this, atiom
segmentation is developed which has a significdnaatage
over manual segmentation [6]. However, the problevith
ultrasound are low intensity contrast and inherspeckle
noise, which makes difficult in automatic segmenotatof
ultrasound images. The accurate segmentation of STRU
prostate images plays a key role in classificatibhe M3-
Filter is applied to acquire despeckled image thatserve
proteomic while removing unwanted noise [7]. Oncésa is

through GLCM and QR-ACO feature selection method fé€moved the top-hot filter is applied to form reguedges.
minimizing features set are described in sectionThe <NC€ the edge information is needed for the proper

proposed classification procedure C-SVM is detailed S€dmentation. Then, ROl is extorted by using DBSCAN
clustering with morphological operators from theeholded

image, which is obtained by wusing Local Adaptive
thresholding method to reduce the complexity ofhsegtation
process in large extent [8]. The sample outpudtep by step
process of ROI extraction is presented in Fig 2.

section 5. The experimental analysis and discussiomn
presented in the section 6. Conclusion and resetirebtions
are provided in section 7.7.

2. Problem Definitions

The problem describe in this paper is that the TR&ge
classification for diagnosing prostate tumor. Chiogsan
appropriate model for TRUS image classificatiordif§icult

task that model has to achieve better classifinagiccuracy.
Formally, it can be defined as:

TRUS image Acquisition

!

Preprocessing and Segmentation
[l

v

| Feature Extraction and Select |

v

Classificatiot
| swm || cswm |

v

| Performance Analys |

Fia 1 Rlock Diaaram of Pronosed Svs

iz} {h} i}

Fig. 2 (a) Original image, (b) Smoothed image udit8Filter, (c) contrast
enhanced image (d) result of thresholding (e)diltersion of the thresholded
image,(f) isolated object corresponding to prostg}eesult of applying
canny edge detection on the enhanced image(h} F<dDBSCAN Clustering
that shows prostate pixels, border pixels and ruieals, (i) resultant image
after the noise pixel removed.
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4. Feature Extraction and Sdlection

One of the significant characteristics of an imég&exture
which is used to describe the local spatial variegiin image
brightness and also related to image propertieh sag
coarseness, and regularity. Statistical texturéufea proved
its high recognition ability in ultrasound images.

The features extracted from Gray Level Co-occurmdaviatrix
(GLCM) used for prostate cancer identification asllvas
some other applications [9]. In this paper, Regbinterest
(RQI) is utilized to construct feature sets usingG™ [10].
The detailed description of GLCM method is desatilere
under.

4.1. GLCM texture features

Texture information is characterized by
arrangement of the pixel intensities. This cangexsied by a
2-Dimensional spatial dependence matrix known asGhay
Level Co-occurrence Matrix (GLCM) [10]. It is a 8stical
method uses second order statistics to model thgomships
between pixels within the region by constructingastevel
Co-occurrence Matrices. It is computed based on
estimation of the second-order joint conditionabhability
density function p(i, j | d@) for various direction$ = 0°, 45°,
90°, 135° etc., and different distances, d =,13,24 and 5.

The function p(i, j | dP) is the probability that two pixels,

which are located with an inter-sample distancend a

direction 6, have a gray level and a gray level i and j. The

spatial relationship is defined in terms of diseand¢ and
direction®.

The Gray Level Co-occurrence Matrix (GLCM) is geated
for each ROI of the TRUS prostate image to extrhet
twenty two features as feature set by considetiegdirection
0 = 45 and distance d = 2 since which is more slatédr
discriminating the prostate cancer from normal [10%t of
extracted features from the region of interest slrewn in
table 1.

4.2. Feature Selection

The accuracy, speed and interpretation are the immpstrtant
objectives of image processing and analysis arw raBEchine
learning community. All the features in the consted

feature set are not valuable for the image clasdifin

systems. Since some of the features may act asusuand
will decrease the success rate of the classificatipstem.
Therefore, the feature selection algorithm playslviole in

the success of classification system. Feature tgmbeds

process of selecting key features for classificatamd the
same time attempting to ignore the (possibly miiteg)

contribution of irrelevant features for maximizég taccuracy
and also simplifies the procedure of classificatitask,

reducing overall complexity [11]. It is also calles feature
subset selection, variable selection, or attribredsiction.

the spatial

Table 1: List of extracted Features

Feature
Name

f, Energy(ENE)

f, Entropy(ENT)

fa Homogeneity(IDM)
fy Inertia(CON)

fs Correlation(COR)
fs Variance(VAR)

f; Shade(SHA)

fg Prominence(PRO)
fq Sum Average(SA)

Description

f10 Sum Entropy(SE)
f11 Sum Variance(SV)
f1o Difference Average(DA)
fi3 Difference Entropy(DE)
fiq Difference Variance(DV)
an fis5 Information Measure(IMC1)
fi6 coefficient of variation(COV)
f17 Peak transition probability(MAX)
fig diagonal variance(DIAV)
fio diagonal moment(DIAM)
fo0 second diagonal moment(DSM)
for triangular symmetry(TRS)
foo Information Measure(IMC2)

In this paper, the QR-ACO feature selection algomitused
for selecting optimum features set from the comséu
features set in order to discriminate prostate earfoom
normal with prominent classification accuracy. Tdetailed
description of QR-ACO for feature selection is disged as
follows.

4.2.1. Quick Reduct-Ant Colony Optimization Aldorit

Ant Colony optimization (ACO) algorithm is mainlyeity for
feature selection as there seems to be no heutisiccan
guide search to the optimal minimal subset evanet{12].
Additionally, it can be the case that ants discother best
feature combinations as they proceed throughoutsdach
space. However, Rough sets theory is effective oakfior
deals with uncertainty and vagueness of an infdonat
system which can reduce decision-making and clagsin
rules so as to establish knowledge model througg alzalysis
and knowledge reduction under the condition of neéirng
the ability of classification unchangeable. It rizgs no
additional knowledge except for the supplied datad a
performs feature selection using only the grangylastructure
of the data.
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QR- ACO: Algorithm

Input: Constructed Features Set

Output: Optimal Features Set

Stepl: Take the input as a decision table
S=(U,C, D)

Step2: Letcore: ¢
POS(D

Step3: Fol .C , calculatepostﬂ 2 (D) Cf

POS.(y (D) # POS( D gy

CORE= COREU{ B .

Els&é =C-{d
Step4: Execute iteratively step 2 until all
attributes among C are calculated.

steps: POSoe( D= POS( D

algorithm stops and retufrORE as
the result of feature selection;
otherwise go to step 6

Step6: The pheromone of each arc (i, j) is

assigned to an constant, fi (O) ¢
Step7: Some ants (assumed the number of a

is m) are distributed to each corelaite

node to conduct feature selection
Step8: Each ant selects next feature node

Step9: calculatd OR0e( D, &1 C- CORE
ifpo%"m( D= PO D algorithm
FS= COREJ p__

and Calculate the

Nts

stops and return
the result of feature selection; elséqo
step 10

T.
Stepl0: Update value of pheromoriefor each
path link and go to step 8

Fig. 3 ACO with Rough set based QR Feature Sele¢@iR-ACO)

ACO algorithm for feature selection gets trappedo in
stagnation situation. The number of ants specifiedthe
algorithm generates continuously the same solutifiar a

The main advantage of QR-ACO is able to charactetfie
granulation structure of a rough set using a geian order.
Based on the positive approximation, feature seleqirocess
is accelerated. It uses the dependency measuhe asopping
criterion. This means that an ant will stop builglits features

subset when the dependency of the subset reacles th

maximum for the dataset. QR-ACO is the best algorithat
found the best features set for prostate cancesifilzation
[31]. It has the ability of avoiding the stagnatisituation and
improves its solutions with the time. Thus, it pr®s
trustworthy performance, and is also not applicagpecific.
The Fig 3 shows QR-ACO feature selection algorithm.

The number of input is decided by automatic sedectif QR-

ACO feature selection algorithms. Further, the cedudataset
is considered as input for the proposed classifinahethods.
The proposed classifiers are discussed subseq@etiors

clearly.

5. Classification

The classification of the image is a significardaanf research
in various fields including pattern recognition, tifigial
intelligence medicine and vision analysis. Themntémage
classification refers to the labeling of imagesimine of a
number of predefined categories. Classificationdfined as
the process of discovering a model that described a
distinguishes the data classes. The trained madebe used
to predict the classes of future data instancesmuach the
class label is unknown, and this is often refertedas the
predictive task. This paper proposed C-SVM classifon
technique and compared with SVM. The detailed digtson
of SVM and proposed method is given under here.

5.1 Support Vector Machine Classifier

Support vector machine is based on statistical niegr
technique which is well-founded in modern statatiearning
theory [13]. The Support Vector Machines were idtroed by
Vladimir Vapnik and his colleagues [16]. SVM is aeful
technique for data classification [14]. A classifion task
usually involves with training and testing data ebhiconsist
of some data instances. Each instance in the niiset
contains one target values and several attriblites.goal of
SVM is to produce a model which predicts targetigadf data
instances in the testing set which are given dmyattributes.

certain number of iterations, since pheromone amoWRagsification in SVM is an example of Superviseghtning.
intensifies at some points and the difference betwey,n |abels help indicate whether the system iopeing

pheromone concentrations on paths become very Hume.
this reasons, the ACO algorithm stops to generhgznate

solutions. The chance of stagnation is increaseggutionally

when the problem size is increased. The problems
stagnation, premature convergence and the slowecgesce
speed are exit in ACO algorithm. To overcome thmsblems

in ACO based feature subset selection algorithmygRoSet
Theory based Quick Reduct is hybridized with AC@Oq & is

named as QR-ACO.

in a right way or not. This information points todasired
response, validating the accuracy of the systerbeansed to
help the system learn to act correctly. A step MMS
(Qgssification involves identification as which argimately
connected to the known classes [15].

Support vector machines use the training data #becthe
optimal separating hyperplane between the clas3és
optimal hyperplane maximizes the margin of the etvslata
points. A good separation is achieved by the hyjpagpthat
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has the largest distance to the nearest trainiayifes of any
class (so-called functional margin).
hyperplane and margins for a SVM trained with sa®sftom

two classes. Samples on the margin are called thpost

vectors [17]. SVM divides the given data into damis
surface. Decision surface divides the data intodlasses like
a hyper plane. Training points are the supporteciar which

defines the hyper plane. The basic theme of SVMois
maximize the margins between two classes of themhpglane

(Steve, 1998).

Radial Basis Function (Gaussian) Kernel:

Maximum-margirg (y y) = gl -vif 120%)

Polynomial kernel: K4 Y) = (Xy + 1y

5.2 Complex Valued Support Vector Machine

Normally real part of the number alone used for gma
processing and analysis. The imaginary part is alsys
significant role in medical image analysis. Focheanput

Basically, SVMs can only solve binary classificatiovector built integral part and imaginary parts atiten

problems. They have then been extended to handitectass
problems. The idea is to decompose the problem rimtoy
binary-class problems and then combine them toimolite
prediction. To allow for multi-class classificatio8YM uses
the one-against-one technique by fitting all binasyb
classifiers and finding the correct class by angtinechanism
[18]. If K is the number of classes, then K(K -2LYdinary
classifiers are constructed and trained to sepaiath pair of
classes against each other, and uses a majoritygvetheme
(max-win strategy) to determine the output preditti For
training data from the i th and the j th classee solve the
following two-class classification problem [19].et.us denote

the function associated with the SVM model{gf'ci}

g(x); = sigr( f( 3;)

An unseen example, X, is then classified as:

f(x):argmaxZK: i Vv, &)

as:

i=1 j=10%

where:
1if g, (x) =1
V(0= | g; ( )__
Oif g;(x) =-1

Each feature set is examined using the Support ovect

Machine classifier. In classification, we use aimptstrategy,
in which each binary classification is consideredbé¢ a voting
where votes can be cast for all data points x énetiid point is

designated to be in a class with the maximum nundfer

votes. In case that two classes have identicalsydb®ugh it
may not be a good strategy, now we simply chooseclhss
appearing first in the array of storing class names

The objective of any machine capable of learning iachieve
good generalization performance, given a finite amboof

training data, by striking a balance between thedgess of fit
attained on a given training dataset and the gbdit the

machine to achieve error-free recognition on otfi@tasets.
With this concept as the basis, support vector mashhave
proved to achieve good generalization performanite no

prior knowledge of the data. The optimal separati
hyperplane can be determined without any computstio

the higher dimensional feature space by using kéunetions

in the input space. Commonly used kernels include:

Linear Kernel: K(X’ y) =Xy

Construct complex data from real and imaginary comemts
c = a + ib. The output is the same size as theténpuhich
must be scalars or equally sized vectors, matricesnulti-
dimensional arrays. Once feature vectors is transfd into
complex value then give as input to multi-clagspsurt vector
machine which is clearly described in previousisect

6. Parametersfor Evaluation

The algorithms discussed in previous section haeenb
implemented using MATLAB. The entire input featuras
normalized into the range of [0, 1], whereas thgoluclass is
assigned to one for the highest probability and Zer the
lowest. Performance evaluation of various clasaifon
models are analyzed and discussed based on tloavifodl
criteria: (i) Sensitivity, (i) Specificity (iii) Acuracy and (iv)
Receiver Operating Characteristic (ROC) curve.  The
statistical parameters for classification with fofenare given
in Table 2.

Table 2: Evaluation Measures

S. No parameters
TP+ TN

1 Accuracy=

TP+ TN+ FP+ FN
2 Specificity=

P y TN+ FP

3 Sensitivity = TP

TP + FN

Sensitivity and Specificity are the two most impoit
characteristics of a medical test. Sensitivityhie probability
that the test procedure declares an affected thaitiaffected
(probability of a true positive). Specificity isehprobability
that the test procedure declares an unaffectedvithdil
unaffected (probability of a true negative). Acayraneasures
the quality of the classification. It takes intacaant true and
false positives and negatives. Accuracy is generaljjarded
with balanced measure whereas sensitivity dealb witly
positive cases and specificity deals with only niegacases.
TP is number of true positives, FP is number ofsdal

r}g"ositives, TN is number of true negatives and FNuisber of

false negatives. A confusion matrix provides infation
about actual and predicted cases produced by fitasisin
system. The performance of the system is examingd b
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demonstrating correct and incorrect patterns. Tdreydefined
as confusion matrix in Table 3.

Table 3.Confusion Matrix

Actual Predicted
cua Positive Negative
Positive TP FP
Negative FN TN

The higher value of both sensitivity and specificghows
better performance of the system. The construaatlifes set
are given to QR-ACO features selection algorithiine Table
4 shows the list of feature selected.

Table 4. Selected Features List
Algorithms Selected Features

QR-ACO f2 fs fa ,fio, fis,fia

Table 5 Tenfold cross validation for testing cléiesi

M ethods SVM
Fold Sensitivity | Specificity | Accuracy
1 0.8559 0.9882 0.8764
2 0.8366 1.0000 0.8618
3 0.9011 1.0000 0.9164
4 0.8645 0.9765 0.8818
5 0.8409 0.9882 0.8636
6 0.9161 1.0000 0.9291
7 0.9441 0.9765 0.9491
8 0.8430 1.0000 0.8673
9 0.8860 1.0000 0.9036
10 0.8994 0.9882 0.8955
Table 6 Tenfold cross validation for testing cléiesi
M ethods CsSVvM
Fold Sensitivity | Specificity | Accuracy
1 0.8817 1.0000 0.9000
2 0.8409 1.0000 0.8655
3 0.9097 1.0000 0.9236
4 0.8860 0.9882 0.9018
5 0.8951 0.9882 0.9094
6 0.9183 1.0000 0.9309
7 0.9656 0.9882 0.9691
8 0.8581 1.0000 0.8800
9 0.9054 1.0000 0.9182
10 0.9699 1.0000 0.9727
Table 7 Computational Results
Methods Sensitivity Specificity Accuracy
SVM 0.87876 0.99176 0.89446
C-SVM 0.90307 0.99646 0.91712

The 10-fold cross-validation is the standard waynefsuring
the performance of the classifier on a particularadet. The
data is divided by chance into 10 parts. Duringheam, one
of partitions is chosen for testing, while the ramreg nine-
tenths are used for training. Again, the procedsinepeated
10 times so that each partition is used for trgnaxactly
once. Classifier performance is also evaluated digutating
the number of correctly classified instances taltatimber of
instances (Accuracy).

In our experiment, the total 5500 instances areldi/into 10
disjoint sets with 550 cases in each. For eachrerpat, 9 of
these sets are used as training data, while theid0eserved
for testing. The experiment is repeated 10 timethabevery
case appears once as part of a test set. The wuctestr

classification algorithms, such as SVM and CSVM are

evaluated with tenfold cross-validation using seddeatures
set and their classification results are recoraethé table 5
and table 6. The individual performance measurderofolds
for the reduced feature sets by the classificaigorithms are
exposed in Fig 4, Fig 5, and Fig 6. The averagssiiaation
measures of each classifier are provided in table 7

The relative performance measures for the propassitiods
are demonstrated in Fig. 7. The classification Itesn Table
5 and Table 6 for the ten folds clearly show tihat different
classification models discriminate malignant andipe with
different accuracy. And also confirm that the dfisation
accuracy achieves using C-SVM is much better thad.S

From the table 7, we observed that the C-SVM andMSV
classifier achieve different classification accierac The
accuracy of 88 % is arrived by the SVM, while 87%
sensitivity and 99% specificity. The C-SVM classifi
achieved an accuracy of 92% where 87% sensitivity 9%
specificity. The accuracy of C-SVM Classifier is Higher
than SVM classifier.

Sensitivity

0.95

0.9 -

0.85 -

0.8

Fig. 4 Performance of Sensitivity

Specificity

=7 T/\MQ r
] \;(/ \;‘/

——5VM

CSVYM

1 2 3 4 5 6 7 2 9 10

Fia. 5 Performanc of Soecificity
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Accuracy ranges from 0.5 to 1.0 that indicates chance tdeper
. discrimination. The diagnostic test is more acaughen area
oo X 7 is larger. Commonly used classification using AUG@ f
054 A / diagnostic test is summarized in table 8. The cdetpualue
0.92 - “7 y g . .
] PN— N\ N ——svm of ACU for each classifier is recorded in Table 9.
oss | N, /Y ——csvw
086 ¥ Table 8 Range of AUC for a diagnostic test
0.84 L R
0.82 AUC Range Classification
08 o 0.9<AUC<1.0 Excellent
1 2 3 4 5 6 7 8 S 10
Fia. 6 Performanc of Accuracy 0.8<AUC<0.9 Good
1.02 0.7<AUC<0.8 Worthless
Og; 0.6 <AUC<0.7 Not good

0.96
0.94

0.92 Table 9 Performance of Classification Algorithms
HSVM

- . Csun Algorithms Az Value

0.86 - SVM 0.931259

0.84 C-SVM 0.94877!

0.82 -

0.8 -

Sensitivity Specificity Accuracy AZ Value
Fig. 7 Relative performance measures 0.955

ROC (Receiver operating characteristic) analysialse used 5

to evaluate the performance of the classifiers wétspect to 0943

the prostate cancer classification task. It is @elaon
statistical decision theory, developed in the ceintef
electronic signal detection, and has been applitensively
to diagnostic system in clinical medicine. ROC @uiv a plot 052 |
of sensitivity against 1-specificity at differinghresholds i RV
encountered during the classifier testing. The dec8icity is Fig. 9 Area (AZ) under ROC curves
the probability of incorrectly classifying a norma$ tumor.

Similarly, sensitivity is the probability of corrig classifying From the table 9, the best area under curve val0=948779

a normal as normal and tumor as tumor. To make g@@h, for CSVM and SVM is 0.931259 respectively. Fig. 9
the X-axis is 1- Specificity and the Y-axis is thensitivity, [ePresents the areas under ROC curves for the gedpo

0.94

0.935

0.93 -

0.925

ROC curve is generated for the results of clagsifiand classifiers.
exposed in the Fig. 8. )
7. Conclusion
Classification accuracy is more important in theldi of
= medical diagnosis using images. The prostate refgion the
- s TRUS images is extracted by DBSCAN Clustering with
bog morphological operations. From the identified regiof
§°5 interest twenty two features are extracted. Thenrdievant
ol features are selected for classification using QEOAfeature
selection technique. In this paper, the two cfegsi have
o ‘ ‘ ‘ ‘ ‘ been constructed, namely SVM, C-SVM and investidate
E *1 - specitcty ! the task performance of prostate cancer classditatsing
TRUS images. The classification accuracy of C-SVM i
Fig. 8 ROC Curves for SVM, CSVM Classifier higher compare to SVM. The experimental result a¢s/¢hat

. ) o the C-SVM achieves better classification accuradyctv is
Area under the ROC curve is another important reoitefor 2% higher than SVM.

classifier evaluation. The area under the ROC ctepeesents
the probability of a random positive sample to ree@ better
score than a random negative sample. The value WE A
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